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Company
Goals •Apply clustering analysis to microseismic events from the 

Meager DAS Experiment

•Design a Labeling Scheme to allow machine learning to 

predict a more efficient event location assignment

•How can we use machine learning and classification to 

locate events?

•Establish a labeling methodology that captures the 

geographic distribution of events
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01Introduction

The company is in the process of 

manually locating micro-seismic 

events using earthquake epicenter 

location concepts.

The company learned that the events 

are focused in particular geographic 

areas.
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02Original Data



Spreadsheet with Picked Events
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Project Plan
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• At the end of the project we will have analysis that tells us:

• What ML/DA techniques are applicable for clustering ?

• Are events that we pick clustering in geographic areas of interest ?

• Can we say anything about the quality of the manually picked events ?

• What do we need to do to accomplish this ?

• Review and select ML/DA approaches for clustering

• Apply clustering analysis to the picked data

• Export cluster model so that it can be used to label the data

• Apply labels to the picked data and report on results
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• In the end I produced a program in Python that performs 

k-means clustering on a dataset, plots the clusters in 

different dimensions, and computes the silhouette score 

to evaluate the quality of the clustering. 

The Program
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• The necessary libraries are imported, including matplotlib, KMeans from sklearn.cluster, StandardScaler, SimpleImputer from 

sklearn.preprocessing, and silhouette_score from sklearn.metrics.

• The data is loaded from a CSV file named "trainingEventsDistributed.csv" using pandas.

• Missing values in the numeric columns are imputed (filled) with the mean using SimpleImputer.

• Three columns ('x', 'y', and 'power') are selected to be used for clustering.

• The selected columns are standardized to have a mean of 0 and variance of 1 using StandardScaler.

• The Elbow method is used to determine the optimal number of clusters. The within-cluster sum of squares (WCSS) is calculated for different 

numbers of clusters (ranging from 1 to 10) and plotted. The point where the plot starts to level off is chosen as the optimal number of clusters.

Program Breakdown
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• After determining the optimal number of clusters (in this case, 3), the k-means clustering model is created with n_clusters=3 

and fit to the standardized data.

• The cluster labels are assigned to each data point based on the k-means clustering model.

• The cluster labels are added to the original data and saved to a new CSV file named 

"trainingEventsDistributed_with_clusters.csv".

• Three scatter plots are created to visualize the clusters in different dimensions: 'x' vs 'y', 'x' vs 'power', and a 3D plot of 'x', 'y', 

and 'power'.

• The silhouette score is computed to evaluate the quality of the clustering. The silhouette score measures how similar an 

object is to its own cluster compared to other clusters. A higher silhouette score indicates better-defined clusters.

Program Breakdown cont.
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Distribution of Numerical Variables
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Distribution of x, y, volume, power
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Label Across Clusters
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Results
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Results
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Results
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Results
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Results

For n_clusters = 3 The average silhouette_score is : 
0.4023177912145408
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• Additionally, I developed a program that would perform 

k-means clustering with 5 clusters on the 'x' and 'y' 

variables.

X and y clustering
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Elbow Plot



8/9/2023 20

Cluster Data Points: Cluster 1
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Cluster Data Points: Cluster 2



8/9/2023 22

Cluster Data Points: Cluster 3
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Cluster Data Points: Cluster 4
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Cluster Data Points: Cluster 5



8/9/2023 25

5 Cluster Plot
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4 Cluster Plot
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3 Cluster Plot
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2 Cluster Plot
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Clusters (x vs y) with Given Labels
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Results
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Results
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Results
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Detailed Results of 
Clusters (x vs y) with Given Labels
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Results
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Results
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Results
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Results
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Results
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Results
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Results
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Results
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Results



05Closing

Implemented a Python program for 

preprocessing, clustering, and visualization of 

geophysical microseismic event data, aimed 

to uncover underlying patterns in multi-

dimensional event parameters.

Mk Maharana

www.linkedin.com/in/mrigank-maharana-67a07020a
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